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We deal with the problem of embedding features from two different data sets into a common space for finding associated features. In the previous works, we have proposed a embedding framework based on Non-negative Tri-factorization and a laplacian constraint. In this framework, features are embedded into a common space where associated ones will have the same vector representation. However, the experiments we have conducted show that many unrelated features are also near to each other in the common space. The reason is that we can not use negative samples because of the limitation of Non-negative Tri-factorization. In this paper, to address this issue, we introduce the Dynamic Laplacian Constraint. That is, during the optimization process, we dynamically find new associated features and add them into the laplacian constraint. By this way, we can refine the common space step by step. Furthermore, when finding new associated features, we can introduce extra constraints to explicitly excluded the unrelated features. Experiments show the Dynamic Laplacian Constraint can deliver quality improvements over our previous framework.

1 Introduction

In this paper, we study a problem of guessing feature association. That is, considering two object sets \( O^1 = \{o^1_1, o^1_2, \ldots, o^1_n\} \) and \( O^2 = \{o^2_1, o^2_2, \ldots, o^2_m\} \), where objects in \( O^1 \) are described by feature set \( F^1 = \{f^1_1, f^1_2, \ldots, f^1_u\} \) and objects in \( O^2 \) are described by another feature set \( F^2 = \{f^2_1, f^2_2, \ldots, f^2_v\} \). Some “hints” of associations, which are partial associations between two feature sets, are assumed already known. The target to finding the association between remaining features.

We proposed a novel method for finding the feature associations. To guess the missing associations, our method tries to find new associations by the knowledge from known associations (hints).

Once new associations are detected, they can be added to known association set. Thus, we are able to use the new known association set to furtherly find new associations. By repeating this process, finally all the possible associated feature pairs can be detected. For the performance and scalability, we formulize this clustering-based method by Non-negative Tri-factorization with a dynamic laplacian constraint.

2 Basic Idea and Algorithm

The basic idea of our method is illustrated in Figure 4. Here, we have two object-feature relation tables, where \( f^1_1, f^1_2, f^1_3 \ldots \) are the features of objects \( o^1_1, o^1_2, o^1_3 \ldots \). If a object contains the feature, the corresponding position will be 1 as shown in Figure 1. Additionally, we also have two associated feature pairs: \( f^1_1 - f^2_1 \) and \( f^1_2 - f^2_2 \). Firstly, we merge the associated features into one. After that, by only focus on the merged ones, we can construct the vector representation of objects with the same dimensions. For example, in Figure 2, \( f^1_1 \)
and $f_1^2$ are merged as $f_1$ as well as that $f_2^2$ and $f_2^2$ are merged into $f_2$. With these constructed vectors, we perform clustering on objects. As the result, the objects in different sets may be clustered into one object cluster just like Figure 2. Here, cluster $c_1$ contains object $o_1^1, o_1^2$ and $o_2^1$ while cluster $c_2$ contains object $o_1^2$ and $o_2^2$. Moreover, by representing features with object clusters, we can perform clustering on features to find new associations. This is illustrated in Figure 3. It is easy to find that under the object cluster representation, $f_1^1$ and $f_2^1$ have the same vector. Thus, we found a new association $f_1^1 - f_2^1$. Once new associations are found, we merge into one and repeat the whole process until no new associations can be found.

Conclusively speaking, our method can be concluded as the following two-phase process:

- Use associated features to build the common space, clustering objects in this common feature space.
- Use object clusters to build the common space, clustering features in this common object space.

To improve the performance for large scale data, instead of the two-phases algorithm, we embed features into a common space by tri-factorization proposed by [3]. In this common space, the associated features are guaranteed to have the same vector representation. Furthermore, we adapted a “dynamic” laplacian scheme to extend the hint set dynamically. We show the details in the algorithm 1.

Here, $D_1 \in \mathbb{R}^{+|O^1| \times |F^1|}$, $D_2 \in \mathbb{R}^{+|O^2| \times |F^2|}$ are the relation matrix, where $d_{ij} = 1$ if object $o_i$ contains feature $f_j$. $W \in \mathbb{R}^{(|F^1|) \times |F^2| \times |F^1| \times |F^2|}$ is called feature relation matrix (laplacian). It is constructed from the following rules:

- if $i \leq |F^1|$ and $j \leq |F^1|$, $w_{ij} = 0$
- if $i \geq |F^1|$ and $j \geq |F^1|$, $w_{ij} = 0$
- if $i \leq |F^1|$ and $j \geq |F^1|$, if $f_i$ and $f_j$ are associated, $w_{ij} = 1$, else $w_{ij} = 0$
- if $i \geq |F^1|$ and $j \leq |F^1|$, $w_{ij} = w_{ji}$

By considering each feature as a vertex and connect the associated feature pairs, we can get a bi-graph $G$. It is easy to know that the matrix $K$ is the laplacian matrix of graph $G$. According to [2], the laplacian constraint can make sure the associated features always have similar vector representation in the common space. We should point out that the relation matrix (laplacian) will change according to the optimization. In each epoch, we select the nearest features pairs as the new association and add them to the laplacian. Thus, the laplacian is extended during optimization until all the feature are associated.
Data: Object-feature relation matrix: $D^1$, $D^2$, feature relation matrix: $W$, feature set $F^1$ and $F^2$, object set $O^1$, $O^2$, Dimension Parameter: $N, M$

Result: Associated feature pairs
Initialize random non-negative matrix $L^1$, $C^1$, $R^1$, $L^2$, $C^2$, $R^2$, where $C^{1,2} \in \mathbb{R}^{N \times M}$;

while features are remaining to be associated do
  \[ K = D - W, \text{ where } d_{ii} = \sum_j w_{ij}; \]
  Solve the following tri-factorization problem:
  \[ \arg\min_{L^1, C^1, R^1; L^2, C^2, R^2} |D^1 - L^1 C^1 R^1| + |D^2 - L^2 C^2 R^2| + \lambda (\frac{C^1}{n^1})^T K (\frac{C^1}{n^1}); \]
  Find $f_1 \in F^1$ and $f_2 \in F^2$ where $|f_1 - f_2|^2$ is minimum. Set $w_{i,F^1 \cup F^2} = 1$.
end

Assign column vector in $R^1$ and $R^2$ to each feature in order;
for each vector $v^1_j$ in $R^1$ do
  Find the nearest vector $v^2_{f_j}$ in $R^2$;
  Print $(F^1_i, F^2_j)$ as associated feature pair.
end

Algorithm 1: Tri-factorization for Association Learning

3 Experiment
To validate the ability of proposed method, we performed a preliminary experiment. We take the Spanish/Italian news articles between 1996-08-20 and 1996-08-25 from Reuters Corpora [1]. We randomly selected 4,000 from both Spanish and Italian articles as the objects. After morphological analysis by tree-tagger [5], we only keep nouns as features. To generate the hints, we used google translate service. Each Spanish noun is translated into Italian and vice versa. We randomly selected several pairs as the hints. Because of the time limitation, the experiment result is still under preparation. We would like to report the details in oral representation.

4 Conclusion and Future Works
This paper proposed a general method for feature association guessing and give a tri-factorization formulation of the method. Our algorithm adapts a dynamic laplacian approach which dynamically extend the set of hints. This scheme allow us starting from a small set of known associations and extend them to all the dataset. However, there are still several problems remaining to be solved: (1) The convergence of Tri-factorization with dynamic laplacian still need to be investigated. (2) Experiments on large dataset (e.g. 20,000 documents) still need to be done. (3) Dynamic laplacian needs selecting new associations during optimization. Thus, a guideline for selecting new associations should be designed.
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